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ABSTRACT  

Beam-to-column connections (BCCs) in pallet rack structures are 

used for storing goods in industrial buildings, warehouses, and 

super-stores. BCCs must be easily demountable and reassembled 

to accommodate changing requirements over time. Common 

experimental tests for evaluating connection behaviour are 

expensive and time-consuming, so this study developed three 

prediction models using different algorithms to assess the 

moment-rotation behaviour of different connection types. The 

models were based on Support Vector Machine (SVM), Deep 

Learning (DL), and Decision Tree (DT) algorithms and trained 

using 70:30 split ratios, with further testing of 60:40 and 80:20 

ratios. The models were evaluated using root mean square error, 

mean absolute error, and relative coefficient. The modified 60:40 

DT Least Square model outperformed the other models in 

predicting moment-rotation behaviour, with consistent 

performance across all split ratios. The SVM Radial model 

performed poorly due to classification errors, and the DL 

Rectifier model made inconclusive predictions due to small 

sample size. The study highlights the accuracy and feasibility of 

various algorithm techniques in predicting BCC behaviour, 

enabling cost-effective and efficient testing of connections in 

pallet rack structures. 
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1.0 INTRODUCTION 

Modern production and distribution requirements in competitive markets are met primarily using racking 

systems. Engineers face a daunting task when selecting storage equipment due to the many alternatives 

available. Conventional pallet racking options include selective/adjustable racks, double-deep, drive-through 

layouts, live pallet storage, push-back, and mobile storage systems [1]. These racks, self-supporting thin-

walled steel structures, can bear substantial vertical and lateral stresses. To allow users to adjust configurations 

as requirements change, connections in racking systems must be removable, disqualifying bolted and welded 

connections. Cold-formed, boltless, semi-rigid connections with beam-to-column connections (BCC) have 

become prevalent in the pallet manufacturing industry due to their low production and assembly costs and 

lower material expenditures [2]. Pallet rack systems, used for low-density storage or when all commodities 

must be accessible, utilise less floor space than other systems. The upright column frames support vertical 

loads, while horizontal beams are supported by column frames perpendicular to the column planes. A pallet, 

stacked and transported by a forklift, facilitates item transport. The beam-end connector (BEC), made from 

hot-rolled steel and equipped with hooks or tab connectors, provides a boltless connection method based on 

the upright's perforation pitch. Tabs, produced and punched out of the beam-end connector, are an integrated 

component of the BEC. This results in a semi-rigid but stable structure due to upright holes on the vertical 

walls [3-5]. The BEC is crucial for down-aisle stability, supporting beams and ensuring the rack frame's sway 

stability, as racks are typically not braced in the down-aisle orientation. Consequently, pallet rack systems, 

with semi-rigid connections between beams and columns, are susceptible to structural collapse due to lateral 

stresses. 

 

Figure 1. Typical steel pallet racking system. 

Research on boltless steel connections is limited, particularly under seismic and fire conditions [6-7], and 

numerical analysis [8]. Experimental testing is commonly used to predict connection performance factors and 

develop universal design strategies. However, experimentation is costly, time-consuming, and hard to 

replicate. Previous studies show that finite element modelling (FEM) often fails to accurately capture failure 

modes seen in experiments [9]. While FEM predictions align well with experimental results in the linear elastic 

range, they overestimate the ultimate moment in the plastic stage [10]. Bernuzzi and Castiglioni noted that 

predicting the stiffness and strength of boltless connections analytically is not feasible due to their diversity, 

leading to the recommendation of testing in international rack design standards [11]. Aguirre's studies on 

boltless connections under static and cyclic stresses found that the connecting members determine the failure 
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load [12]. The variability in the geometrical aspects of boltless connections complicates the creation of a 

general analytical formula for predicting moment-rotation (M-θ) characteristics. Recent consensus suggests 

using artificial intelligence (AI) and soft computing (SC) technologies to address design issues, reducing the 

need for costly experimental testing [13-14]. This study aimed to develop AI-based prediction models for the 

M-θ characteristics of boltless steel connections. The framework was created using RapidMiner, employing 

three machine learning (ML) algorithms: Support Vector Machine (SVM), Deep Learning (DL), and Decision 

Tree (DT). The model was based on experimental data with a 70:30 training-to-testing split. Models were 

evaluated using the correlation coefficient (R2), Mean Absolute Error (MAE), and Root Mean Square Error 

(RMSE). DT Least Square showed the best prediction capacity, prompting further analysis of how different 

data splitting ratios (60:40, 70:30, and 80:20) affect performance. This study considered three input parameters: 

column thickness, beam depth, and boltless connection depth, identifying eight distinctive boltless steel 

connections. The output focused on the applicability of the three ML algorithms in developing regression 

models to predict the M-θ characteristics of boltless connections. 

2.0 MATERIALS AND METHODS  

This study utilised the outcomes of 16 tests performed by Shah et al. [6] to assess the advancement in SPR 

and BCC performance under static loading. Two trials of each set of combinations were done by altering the 

column's thickness, the beam's depth, and the BEC's depth. Table 1 shows the material properties of the test 

specimen. A constant column height of 500 mm was maintained throughout the experiment. The double 

cantilever test method was used for investigations. At a rate of 3 mm/min and with a hydraulic actuator capable 

of 50 kN of force, the machine exerted pressure on the top of the column until it failed. Table 2 provides the 

sample size of 8020 for each combination. These data were used as primary inputs to generate the outcome of 

predicted rotation. 

Table 1. Material properties of test specimens. 

 

 

 

 

Table 2. Number of sample data for each combination 

Sample Column Thickness 

(mm) 

Depth of Beam 

(mm) 

Depth of BEC 

(mm) 

Number of 

Sample Data 

A 2 92 205 1534 

B 2 110 205 1074 

C 2 125 255 295 

D 2 150 255 768 

E 2.6 92 205 1823 

F 2.6 110 205 745 

G 2.6 125 255 853 

H 2.6 150 255 928 

2.1. The Neural Network Configuration 

In this research endeavor, RapidMiner, a versatile data science platform, harnessed the prowess of three 

distinct yet potent machine learning models: Support Vector Machine (SVM), Deep Learning (DL), and 

Decision Tree (DT). Each of these models represents a unique approach to predictive analytics, offering varied 

capabilities suited for tackling diverse challenges within the dataset under investigation. By leveraging the 

combined strengths of Support Vector Machine, Deep Learning, and Decision Tree models within RapidMiner, 

this research aimed to harness a comprehensive arsenal of analytical tools to extract valuable insights, discern 

intricate patterns, and make accurate predictions, thereby advancing the understanding of the phenomena under 

study and facilitating informed decision-making. 

Member 
Young Modulus 

(E) (GPa) 

Yield Strength 

(fy) (MPa) 

Ultimate Strength 

(fu) (MPa) 

Column 

210 

459 575 

Beam 353 497 

Beam-end-connector 263 365 
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2.1.1.  The Neural Network Configuration 

SVM is a collection of closely related supervised learning techniques used for classification and regression 

[15]. According to Boswell [16], SVM produces hyper-planes or sets of hyper-planes in high-dimensional or 

infinite-dimensional space. The aim is to develop a function approximating the mapping from an input domain 

to real numbers based on a training sample regarding both the positive and negative sides. Models with the 

best fit have the closest data point to their hyperplane and are within the margin of tolerance. The challenge in 

SVM is to find a function f that returns the best fit: 

𝑓(𝑤1, … , 𝑤𝑛, 𝑏) = 𝑦 = 𝑤 ∙ 𝑥 + 𝑏 + 𝜀 (1) 

where w represents coefficients and b is the intercept 

The kernel function in SVMs allows for the transformation of the input space into a linear representation 

in the higher-dimensional space known as the feature space [17]. This is accomplished by adding extra 

dimensions and then finding an optimum boundary between the various outputs based on these 

transformations. Figure 2 illustrates the architecture of an SVM algorithm for regression. To make a prediction, 

the input pattern is put into a feature space that can be mapped. Kernel functions are then used to calculate the 

final results using the training patterns (support vectors). Finally, the weights of the products are used to add 

them all up. This, together with the constant term, yields the final regression result. 

 

Figure 2. Support vector machine’s algorithm 

2.1.2.  Deep Learning (DL) 

Derived initially from the artificial neural network (ANN), DL is a technique that may be used to 

intelligently analyse data [18]. Deep learning assures the replacement of handmade features with effective 

approaches for unsupervised or semi-supervised learning and hierarchical feature extraction [19]. Mathew et 

al. [20] indicated that when dealing with unstructured data, deep learning gets increased power and flexibility 

owing to its capacity to analyse a vast number of characteristics. The more data there is, the better trained they 

are. DL’s “deep” part involves layering neurons in a network of arbitrary sizes and stacking them on top of 

one another [21]. Figure 3 depicts the deep learning framework's basic structure. The data is transmitted 

through a series of layers, each of which can successfully extract characteristics and transmit them to the 

subsequent layer. Starting with the most basic features, subsequent layers build upon one another to form a 

complete depiction. 
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Figure 3. Deep learning’s framework 

Placing one function to work with the output of other functions is called "function composition”. The 

function composition is written as: g o f(x) = g(f(x)), where g o f is interpreted as "g constructed of f" or "g of 

f". The function f(x) receives an input value x and returns an output value f when combining g with f(x). Next, 

f(x) is fed to the function g, which gives the final value g f(x). Most DL models are composed of a large number 

of multivariate vector-valued functions, each of which contains parameters that may be optimized to improve 

the model's ability to predict precisely [22]. 

2.1.3.  Decision tree (DT) 

According to Rokach et al. [23], DT is a classifier expressed as a recursive partition of the instance space. 

Geometrically, DT with numerical characteristics may be seen as a collection of orthogonal hyperplanes, each 

pointing in the opposite direction as the axes. Once the machine is trained, it begins to predict and decide when 

new data is given to it. The nodes consisted of the first node, namely the Root Node, which characterizes the 

entire sample and may be split into other nodes. Following that are Interior Nodes, which reflect the data's 

attributes and their branches’ decision-making rules. Lastly, the final result is represented by the Leaf Nodes. 

By answering True/False questions, a specific data point is traversed through the entire tree until it reaches the 

leaf node. A leaf node's average dependent variable value is used to make the final prediction. For the 

regression model, Leaf nodes may contain either explicit concept values or a function that computes the 

continuous value of the target attribute [24-25]. When a dataset is submitted to a decision tree inducer, the 

algorithm builds a decision tree automatically. Typically, the objective is to minimize the generalization error 

to discover the ideal decision tree. Figure 4 depicts the decision tree's components. 

 

Figure 4. Decision tree’s component 
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2.2. Framework of prediction model 

Each model within the study adheres to a unified predictive model framework, differentiated primarily by 

the predictive operator employed. Initially, experimental data encompassing parameters such as column 

thickness, beam depth, and depth of the bolted end-plate connection (BEC) were ingested into RapidMiner. 

Subsequently, within the Data Editor, the attributes corresponding to "Moment (kNM)" and "Rotation 

(Radians)" were customized, with designated roles as "Label" and "Prediction" respectively. A Split Validation 

operator was then engaged, employing an automated relative split ratio of 0.7 to segregate the dataset for 

training and validation purposes. For model training, the attribute denoted as "Rotation (Radians)" was selected 

with the target role of "Label" and subsequently normalized via a range transformation spanning 0 to 1. The 

processed data was then fed into a specific predictive operator-based model tailored to each model variant. 

Utilizing respective machine learning algorithms, prediction models were constructed based on the training 

data subset. Subsequently, these trained models were applied to the test dataset utilizing the Apply Model 

operator to predict the M-θ behavior of boltless steel connections. 

Evaluation of regression performance, based on the experimental M-θ behavior, was conducted utilizing 

"Performance" operators, employing three key evaluation metrics: Root Mean Square Error (RMSE), Mean 

Absolute Error (MAE), and the coefficient of determination (R2). The predicted values of M-θ behavior were 

then exported onto a designated Excel file for further analysis. Leveraging the projected rotation dataset, a 

comprehensive examination was conducted to discern the correlation between predicted and experimental 

rotation values. An illustrative framework model for the Decision Tree (DT) variant is depicted in Figure 5, 

exemplifying the operational process. Subsequently, based on prediction accuracy, the model exhibiting the 

highest predictive capability was identified for further investigation. The impact of splitting ratios on training-

testing distributions (60:40 and 80:20) was then scrutinized through the utilization of the "Split Validation" 

operator, facilitating a more granular exploration of model performance. 

 

 

Figure 5. RapidMiner framework model 

2.2.1.  SVM Model Structure 

The initial predictive model is constructed utilizing Support Vector Machine (SVM) tools, a supervised 

machine learning paradigm renowned for its ability to handle both linearly and nonlinearly separable datasets. 

SVM accomplishes this feat by employing a kernel function, which transforms the input space into a higher-

dimensional feature space where linear separation becomes feasible. In this study, the Radial Basis Function 

(RBF) kernel is specifically selected due to its effectiveness in capturing intricate patterns within the dataset. 
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The RBF kernel calculates the similarity or proximity between two data points, facilitating the delineation of 

decision boundaries in the transformed feature space. A pivotal parameter governing the behavior of the RBF 

kernel is the kernel gamma parameter, which dictates the influence magnitude of a single training sample on 

the decision boundary. Smaller values of gamma signify a broader influence range, implying that each training 

sample has a more extensive impact, while larger gamma values restrict the influence to nearby samples, 

leading to a more localized decision boundary.  

Table 3 outlines the SVM parameters tailored for this study. Of significant importance is the C parameter, 

which plays a pivotal role in balancing the trade-off between correctly classifying training examples and 

maximizing the margin of the decision function. A higher value of C prioritizes accurate classification of 

training examples, potentially leading to a narrower margin, while a lower value of C emphasizes maximizing 

the margin, potentially allowing for more robust generalization to unseen data. The selection of these 

parameters is meticulously crafted to optimize the performance of the SVM model within the context of the 

study's objectives. By fine-tuning the RBF kernel's gamma parameter and carefully balancing the trade-off 

with the C parameter, the SVM model can effectively delineate decision boundaries and make accurate 

predictions, thereby enhancing the study's analytical insights and predictive capabilities in engineering 

applications. 

Table 3. Details of SVM parameters. 

SVM Parameters M-θ Model Value 

Kernel type Radial 

C 0.0 

Convergence epsilon 0.0132 

L positive 1.0 

L negative 1.0 

Epsilon 0.0 

Epsilon plus 0.0 

Epsilon Minus 0.0 

The RBF kernel can be written as below: 

𝑘(𝑥1, 𝑥2) = 𝑒𝑥𝑝(−𝑔 ∥ 𝑥1 − 𝑥2 ∥2) (2) 

Where, 𝑥1 and 𝑥2 are two points for function K, ∥ 𝑥1 − 𝑥2 ∥ is the Euclidean (L₂-norm) distance between two 

points 𝑥1 and 𝑥2, and 𝑔 is gamma. 

2.2.2.  DL model structure 

The Deep Learning (DL) algorithm employed in this study represents a sophisticated approach to machine 

learning, characterized by its utilization of a multi-layer feed-forward Artificial Neural Network (ANN) and 

abstract learning methodology. Within this algorithmic framework, each iteration is executed iteratively until 

the output achieves a desired level of accuracy, ensuring robust predictive performance. The operational 

process commences with the instantiation of a local H2O cluster, configured with a single node, which serves 

as the foundation for the multi-layer feed-forward ANN. This neural network architecture is meticulously 

trained using stochastic gradient descent, leveraging the backpropagation algorithm to optimize model 

parameters iteratively. Notably, the training process is optimized through multi-threading, enabling 

asynchronous execution across individual nodes. This parallelized approach enhances computational 

efficiency and expedites model convergence. Furthermore, the contribution of each node to the global model 

is harmonized through model averaging, facilitating comprehensive ensemble learning across all compute 

nodes. 

In the context of this specific investigation, the activation function is configured to the Rectifier Linear 

Unit (ReLU), a widely adopted non-linear activation function. The ReLU function is characterized by its 

simplicity and efficiency, as it computes the maximum between zero and the input value, effectively 

introducing non-linearity to the network while mitigating issues such as the vanishing gradient problem. Table 

4 provides a concise summary of the key DL parameters utilized in this study, offering comprehensive insights 

into the configuration settings adopted for model training and optimization. The selection of these DL 

parameters was deliberate and tailored to the unique characteristics of the dataset under scrutiny, aiming to 
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strike a balance between model complexity, computational efficiency, and predictive accuracy. By leveraging 

the capabilities of a multi-layer feed-forward ANN trained with stochastic gradient descent and utilizing the 

Rectifier Linear Unit activation function, this approach seeks to harness the full potential of DL in extracting 

intricate patterns and making accurate predictions from the data. 

Table 4. Details of DL parameters. 

 

 

 

 

 

 

2.2.3.  DT model structure 

The DT model employed in this study utilizes a tree-structured classifier to generate predictions, leveraging 

the average value of the dependent variable at each leaf node. The specific configuration entails employing the 

"Least Square" criterion and imposing a maximal depth constraint of 10. The rationale behind selecting the 

"Least Square" criterion is rooted in its analogy to the least-squares optimization approach commonly utilized 

in linear models. This criterion guides the decision-making process within the DT by iteratively partitioning 

nodes into sub-nodes. At each node, the splits are strategically determined to minimize the residual sum of 

squares (RSS) between the observed values and the mean, with respect to the true value. 

The decision to impose a maximum depth of 10 on the tree structure is significant. It serves to restrict 

subsequent node splitting when the tree's depth reaches an integer value of 10. This constraint is vital for 

preventing overfitting, ensuring that the model maintains generalizability and does not excessively tailor itself 

to the training data, thus enhancing its predictive performance on unseen data. Table 5 outlines the optimal DT 

parameters employed in this investigation, highlighting the meticulous consideration given to configuring the 

model for robust and accurate predictions. The chosen parameters reflect a judicious balance between model 

complexity and performance, tailored to the specific nuances of the dataset under scrutiny. The residual and 

residual sum of squares are as follows: 

𝜀𝑖 = 𝑦𝑖 − �̂�𝑖 (3) 

𝑅𝑆𝑆 = ∑

𝑛

𝑖=1

(𝑦𝑖 − �̂�𝑖)

= 𝜀1
2 + 𝜀2

2+. . +𝜀𝑛
2 

(4) 

where ŷ is the prediction of the yi value, n is the sample size, and ε is the difference between the actual and 

predicted values. 

Table 5. Details of DT parameters. 

 

 

 

 

 

2.3. Predictive performance measurement 

For every prediction model produced based on different ML algorithms, the R2, MAE and RMSE values 

were measured to assess the accuracy and margin error of the predicted M-θ characteristics. These three metrics 

will be used to assess how well a model fits a dataset by predicting the value of the response variable using the 

values of the predictor variables. In the “Testing” stage of the “Split Validation” function, a “Performance” 

DL Parameters M-θ Model Value 

Activation Rectifier 

Hidden Layer Sizes 2 

Numeration 50:50 

Reproducible No 

Epochs 10 

DT Parameters M-θ Model Value 

Criterion Least Square 

Maximal depth 10 

Pre-pruning Applied 

Minimal gain 0.1 

Minimal leaf size 1 
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tool is connected with an input from the “Apply Model” tool via the “Labelled Data” port and ported out from 

‘Performance’ to the “Validation Averageable” port. The “Validation Averageable” of ‘Split Validation’ must 

be connected to the “Process Result” port to record the three-evaluation metrics. The R2 value quantifies the 

level of variance that the fitted model accounted for. It is utilised frequently in the process of evaluating several 

models to determine which model provides the best overall fit to the data. The MAE is determined by first 

summing the deviations of all the predicted values from the true values of the label attribute and then dividing 

this total by the overall number of predictions. RMSE is the square root of the residual variance or the square 

root of the mean square error (RMSE). When comparing fitted values to accurate data, RMSE calculates the 

average squared difference between the two sets of values. In general, the lower the RMSE and MAE values, 

the better the model's fit to the data for predicting the experimental rotation value. In contrast, a better fit is 

shown by the highest or closest to R2 = 1 value. Below are formulas for metrics for model evaluation: 

𝑅2 = 1 −
∑𝑛

𝑖=1 (𝑦𝑖 − �̂�𝑖)2

∑𝑛
𝑖=1 (𝑦𝑖 − 𝑦)2

 
(5) 

𝑅𝑀𝑆𝐸 = √
∑𝑛

𝑖=1 (𝑦𝑖 − �̂�𝑖)2

𝑛 − 𝑘
 

(6) 

𝑀𝐴𝐸 = 1 −
∑𝑛

𝑖=1 (𝑦𝑖 − �̂�𝑖)

𝑛
 

(7) 

3.0 RESULTS AND DISCUSSION 

3.1. SVM performance 

A comparison between the experimental rotations with the predicted ones using the SVM Radial model 

and modified SVM Radial model is shown in Figure 6. It can be observed from the results that the SVM Radial 

model (Figure 6a) overestimated the rotation value of the boltless steel connection. The discrepancy between 

the predicted value and the experimental value was enormous. The error can be expressed in RMSE and MAE 

to determine the average difference between the predicted and actual values. The RMSE and MAE of SVM 

Radial were found to be 1.1919 and 0.9635, respectively. In addition, the model also illustrated the low 

correlation between the predicted and experimental values. A modified model was proposed to decrease the 

SVM Radial model's prediction error. Based on the linear relationship between the predicted and experimental 

rotation derived from the SVM Radial scatterplot, a modification factor was calculated using Equation 8. The 

experimental result was compared to a newly developed set of rotation prediction values for boltless steel 

connections. 

𝑦 =
𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑟𝑜𝑡𝑎𝑡𝑖𝑜𝑛 − 0.2048

12.04
 

(8) 

The modified SVM Radial model exhibited a notable improvement in rotation projection, as seen in Figure 

6(b). The modified model effectively predicted the rotation within the experimental input range. Additionally, 

the modified method lowered the RMSE and MAE to 0.0541 and 0.0430, respectively. Nevertheless, the 

modified SVM Radial model exhibited a low positive correlation between the predicted and actual rotation 

values. The R2 value for SVM Radial models was maintained at 0.2437. Furthermore, despite any negative 

sample data from the experimental rotation value, both SVM radial models predicted negative rotation values. 

This signifies the poor performance of the SVM Radial algorithm in training the sample data based on the 

three input variables. 
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(a) (b) 

Figure 6. Comparison between experimental and predicted rotations using a) SVM Radial and b) modified 

SVM Radial method. 

3.2. DL performance 

The performance of the first DL Rectifier model to predict rotation values based on experimental rotation 

values is depicted in Figure 7(a). There was a significant positive correlation between anticipated and 

experimental rotation values, as indicated by R2 values of 0.7915. The RMSE and MAE for the first DL 

Rectifier model were 0.4499 and 0.4082, respectively. Despite its substantial positive R2 value, the initial DL 

Rectifier model lacked model-to-data fit due to considerable discrepancies between the predicted and actual 

rotation values, as seen by its high RMSE and MAE values. Nonetheless, each time the DL Rectifier method 

was executed, the DL Rectifier model yielded different projected rotation values. The DL Rectifier model 

performed slightly inferior on the second try compared to the initial effort. Figure 8(a) shows a moderately 

positive correlation between the predicted and actual rotation for the second attempt, which was 0.5299. 

Although both predicted and actual rotation values tended to increase in response to one another, the 

relationship was not very substantial. Compared to the initial DL Rectifier, the RMSE and MAE of this 

prediction model were higher at 0.5617 and 0.4918, respectively. The second DL Rectifier model was thus 

less precise than the first DL Rectifier model. 

 

(a) (b) 

Figure 7. Comparison of rotation for a) DL 1st Rectifier and b) modified DL 1st Rectifier. 
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(a) (b) 

Figure 8. Comparison of rotation for DL 2nd Rectifier and modified DL 2nd Rectifier 

The results indicated that both models, on average, overestimated the rotation. Consequently, new 

predictions were derived for both the first and second DL Rectifiers based on the corresponding modification 

factors given by Equation 9 and Equation 10. 

𝑦 =
𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑟𝑜𝑡𝑎𝑡𝑖𝑜𝑛 − 0.035

6.5404
 

(9) 

𝑦 =
𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑟𝑜𝑡𝑎𝑡𝑖𝑜𝑛 − 0.0721

0.5299
 

(10) 

Figure 7(b) and Figure 8(b) show the prediction performance for the first and second modified DL Rectifier 

models, respectively. Both modified models significantly improved in predicting the rotation within the 

available experimental data range for boltless steel connections. Due to modest discrepancies between the 

anticipated and actual values of the variable, the predicted rotation for the first modified DL Rectifier model 

demonstrated fewer errors. In other words, the RMSE and MAE for the first modified DL Rectifier model 

were smaller than the second modified DL Rectifier model. Therefore, the modified first DL Rectifier model 

was more capable of predicting the rotation based on experimental data. 

3.3. DT performance 

Figure 9 shows the comparison of rotation for DT Least Square and experimental with various splitting 

ratios (60:40, 70:30, 80:20). The highest accuracy of the developed predictive DT Least Square model for 

rotation against the actual rotation of boltless steel connection is depicted in Figure 9(c). DT Least square had 

the highest and closest to R2 = 1 value, which was 0.8543. The prediction model exceeded a recommended 

rule of thumb for an acceptable R2 of 0.75, defined as substantial. The model also has the lowest RMSE and 

MAE which are 04427 and 0.4065, accordingly. In addition, the model overestimated the rotation value. 

Equation 11 expressed the modification factor to minimize the error. 

𝑦 =
𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑟𝑜𝑡𝑎𝑡𝑖𝑜𝑛 − 0.0654

6.1279
 

(11) 

As for Figure 9(d), a considerable percentage of predicted rotation points for modified DT Least Square 

lay near the diagonal line, indicating a high correlation between predicted and actual rotation. Most of the 

projected rotation from the model could be considered accurate with a slight variance compared to the 

experimental rotation data. Moreover, the reduction of RMSE and MAE signified the improvement in the 

predictions yielded from the modified model. The RMSE and MAE for modified DT Least Square were 0.0127 

and 0.0094, respectively. As a result, the modified DT least squares model was found to be the most accurate 

prediction model for estimating the M-θ characteristics of boltless steel connections. 
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(a) (b) 

 

(c) (d) 

 

(e) (f) 

Figure 9. Comparison of rotation for DT Least Square and experimental. 

3.4. Performance comparison of SVM, DL and DT 

Table 6 summarizes the feasibility of different prediction models based on predictive parameters for 

determining the rotation of boltless steel connections based on experimental value. Among the three suggested 

ML algorithms, the DT Least Square model was found to be superior to the other two. In contrast, the SVM 

Radial model had the lowest predictive performance. The model displayed the highest RMSE and MAE values, 

with the lowest R2 following adjustment. The DL algorithm was rejected because of output inconsistency. This 

was due to the impossibility of accurately evaluating the algorithm's capacity to forecast the M-θ properties of 

boltless steel connections. 
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Table 6. Performance comparison for different prediction models in determining M-θ characteristics. 

 
SVM 

Radial 

DT Least 

Square 

DL 1st 

Rectifier 

DL 2nd 

Rectifier 

RMSE 0.0541 0.0127 0.0158 0.0289 

MAE 0.0430 0.0094 0.0118 0.0234 

R2 0.2437 0.8543 0.7915 0.5299 

The proposed DT Least Square model could train the experimental data of unique M-θ characteristics of 

boltless steel connections. It successfully differentiated the distinct design parameters as input variables to 

predict the rotation as not only based on the actual M-θ value. The high accuracy of the predictions might be 

due to the extensive sample data provided for training purposes. Kumar and Sarathe [26] discovered that the 

predictive efficacy of DT is related to the amount of the sample data. The DT model also provided an easy-to-

understand tree-like form of regression process. This characteristic enables the research to comprehend the 

splitting of nodes in order to estimate a rotation value. Initially, the DT algorithm was inadequate for applying 

regression and predicting continuous values. The DT algorithm tended to lose information when categorizing 

continuous variables into multiple categories. Despite these limitations, the proposed DT Least Square yielded 

the most accurate M-θ behaviour of boltless steel connections. The algorithm operated on a principle of 

reduction of variance based on total weighted variances between previous splits. Moreover, the DT model was 

prone to overfitting when the tree was designed to fit all samples in the training data set perfectly. To fit the 

data, even the noisy one, it generated new unneeded nodes, leading to the tree becoming too complex to 

interpret and resulting in a poor predicted outcome. The issue could be rectified by pruning and setting 

constraints on the model parameter. Two tree pruning methods exist. The first one is pre-pruning, which limits 

the depth of the tree to a predetermined threshold level. The second one is post-pruning, which processes the 

fully-grown tree after computing the cross-validation accuracy at each level. 

Unlike the DT Least Square model, the SVM Radial model made a prediction solely based on the input of 

the M-θ behaviour concerning the experimental approach. The model did not incorporate the input variables 

of the eight unique design parameters, which strongly influence the overall strength and rigidity of a boltless 

steel connection's ability to resist failure. Consequently, the suggested SVM Radial model failed to accurately 

forecast the M-θ features of unique boltless steel connections. Furthermore, the SVM technique is inadequate 

for massive datasets compared to DT since its training complexity is so high that it becomes computationally 

prohibitive to train and utilize for regression purposes. In addition, SVM regression is not scalable to big 

datasets since each training iteration continually conducts costly kernel value calculations, which is impractical 

and necessitates storing the whole training dataset in memory. In addition, when the target classes overlap, the 

SVM prediction model performs poorly due to the presence of excessive noise in the data set. Since RBF is a 

low-bias kernel, this issue worsens. In this study, the experimental data sets for eight distinct structural designs 

are not well classified by the model. The bias for the proposed SVM model could be increased by lowering 

the C value to create more rigid boundaries between the variables. However, the value should not be too small 

to avoid overgeneralization. 

In contrast to DT and SVM, the proposed DL Rectifier algorithm gave different sets of predicted rotation 

values for boltless steel connections for each regression. The DL Rectifier algorithm trained the data differently 

each time to predict the M-θ behaviour based on the input data. The discrepancy between the rotation predicted 

by the Rectifier model and the actual rotation was large, inconsistent, and random. Therefore, it was impossible 

to quantify the actual performance and capacity of the ML algorithm to predict the M-θ of boltless steel 

connections. Contrary to deterministic algorithms such as SVM and DT, DL was classified as a stochastic ML 

algorithm, in which the output was subjected to randomness and uncertainty. An inadequate sample of data 

from a broader population was used to fit the model, generating uncertainty. Consequently, the chosen model 

was occasionally capable of capturing all domain characteristics. Instead, it must generalize to unobserved 

conditions, therefore sacrificing some precision. Therefore, it is advised to optimize the algorithm by 

increasing the size of the training dataset and changing a hyper-parameter of the algorithm to reduce the output 

variances of the DL Rectifier model. The suggestion to increase the dataset opposed the study’s objective to 

replace the cost limitation and hard-to-repeat experimental testing as more data were needed to feed the 

algorithm. 
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Whereas for the splitting ratio on predictive performance, Figure 9(a), (c) and (e) which exhibited 60:40, 

70:30 and 80:20 shows no significant difference in rotation pattern generated based on observed experimental 

value. All split ratios had R2 values greater than 0.75 with RMSE and MAE values less than 0.5, as shown in 

Table 7. Further modifications were carried out to fit the predicted rotation within the range of experimental 

input data. Equation 12 and Equation 13 express the modification factor for split ratios of 60:40 and 80:20, 

respectively. 

Table 7. Accuracy of DT Least Square model with different split ratios to predict M-θ characteristics. 

Splitting Ratio DT Least Square RMSE MAE R2 

60:40 
Basic 0.4434 0.4057 0.8487 

Modified 0.0113 0.0083 0.8487 

70:30 
Basic 0.4427 0.4065 0.8543 

Modified 0.0127 0.0094 0.8543 

80:20 
Basic 0.4433 0.4073 0.8465 

Modified 0.0131 0.0087 0.8465 

 

𝑦 =
𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑟𝑜𝑡𝑎𝑡𝑖𝑜𝑛 − 0.0654

6.1308
 

(12) 

𝑦 =
𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑟𝑜𝑡𝑎𝑡𝑖𝑜𝑛 − 0.0691

6.0771
 

(13) 

The modified model with a 60:40 split ratio performed the best based on the evaluation metrics, followed 

by 70:30 and 80:20. The model significantly reduced RMSE and MAE. Therefore, the modified model had the 

lowest RMSE and MAE while maintaining an R2 value closer to 1. Since the modification factor was based on 

the linear equation between anticipated and actual rotation, the R2 value did not change since it maintained the 

relationship between these two variables. 

3.5. M-θ characteristics of boltless steel connections 

Figure 10 (a) – (h) compares the M-θ characteristics of 8 different boltless steel connections between the 

modified 60:40 DT Least Square model and the experimental sample. In general, the modified 60:40 DT Least 

Square model generated the truest predicted rotation value compared to the other proposed models. Unlike the 

SVM Radial algorithm, the recommended DT Least Square algorithm had the most variable identification 

capacity to train the sample data based on the three design parameters: thickness column, beam, and BEC. The 

nodes split of the developed regression tree not only inclusive to the experimental M-θ characteristics but also 

undertook the properties of the bottles' steel unique designs. Regardless of the close to R2 = 1 value between 

predicted and actual rotation described by the DT Least Square model, it had a high variance expressed by the 

huge value of RMSE and MAE because of the overestimated rotation output. A modified 60:40 DT Least 

Square model generated effectively fit the predicted M-θ characteristics to the experimental data. According 

to Figure 10, the negatively predicted rotation by the modified 60:40 DT model can be observed for every 

design case. Each of them had illustrated a clockwise rotation at BCC, which causes a beam to experience a 

hogging bending moment as the beam bends with a concave side upwards. However, the beam for the 

experimental test only suffered a positive rotation and a sagging bending moment due to the vertical load 

applied. In addition, there are noticeable variances between the predicted and actual M-θ behaviour for every 

design case, hence evidently supported based on study conducted by Bompa and Park respectively [27-28]. 

The average magnitude of the error expressed by RMSE for the modified 60:40 model is 0.0113. The input 

range determines a model's capacity to fit a dataset. Therefore, the RMSE for the modified 60:40 model is 

considered low, with a mean data of 0.06651 rad. Lastly, the modified 60:40 can capture the unique M-θ 

characteristics of boltless steel connections for multiple distinct structure designs. 
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(e) (f) 
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Figure 10. M-θ characteristics for different designs of boltless steel connections 
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4.0 CONCLUSION 

This study has quantitatively demonstrated the prediction capacity of the SVM Radial, DL Rectifier and 

DT Least Square model to predict the M-θ characteristics of boltless steel connections based on 8020 

experimental sample data. The designs of the structure heavily influenced the M-θ behaviour of boltless steel 

connections. This study focuses on three design inputs, namely, the thickness of the column, depth of the beam, 

and depth of BEC, resulting in eight unique structure design combinations of boltless steel connection. 

Generally, the greater the thickness of overall design inputs, the greater its rigidity and strength. The prediction 

performance of each model is compared based on the experimental input data. Several conclusions were made 

based on the three different ML algorithms to develop prediction models: 

 The SVM Radial model had the lowest accuracy in predicting rotation according to the experimental 

value compared to DL Rectifier and DT Least Square models. As a low-bias kernel, RBF cannot 

differentiate input variables based on the three design parameters.  

 DL Rectifier was disregarded because of inconsistency in predicting rotation. It is hard to assume the 

predictive capacity of the algorithm. As a stochastic ML algorithm, it requires a large training dataset 

and a well-defined hyper-parameter to optimise the randomness feature of the model. It is advisable 

to tune the hyper-parameter as a large dataset is costly and time-consuming.  

 The DT Least Square outperformed other proposed models to predict the M-θ behaviour of boltless 

steel connections. The model shows the greatest positive correlation between the predicted and actual 

rotation. It is recommended to prune and set a tree depth limit to eliminate an overfitting issue often 

associated with the DT algorithm 

 Every modified model effectively reduced the differences between the predicted and actual rotation 

and increased the accuracy. 

 There are no significant differences between the three split ratios of 60:40, 70:30 and 80:30. Modified 

DT Least Square 60:40 has the lowest RMSE and MAE. Hence, it has the capacity to fit the predicted 

M-θ characteristics into the experimental data. 

Some of the limitations were found due to the lack of variation in the boltless steel connection structural 

designs used for the experimental testing as input variables. The only input variables in this study are the 

column's thickness, beam's depth and BEC's depth. Hence the finding cannot consider the possibilities of M-θ 

behaviour for substantial boltless steel connections design variation in the current market. In future, more 

design considerations should be considered for study as input variables, for example, the type of BEC and the 

number of studs. The study could also include multiple steel properties available. The following limitation is 

unable to illustrate the performance of the ML algorithm during the training stage. Comparing performance 

between the training and testing with respective split ratios will help this study to identify if the proposed 

model is under-fitting or overfitting. Lastly, this study may also be limited by the small number of experimental 

sample data to develop an efficient prediction model. Specific ML algorithms, for example, DL, require a large 

dataset size to ensure better system performance and eliminate the inconsistency of the predicting outcomes. 
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